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Fluids Capability Chart
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Fluent Capabilities at Different License Levels
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GPUs Are Critical to the Next Generation of HPC

• Huge numbers of simulations

• Reduce time to market

• Need drastic increase simulation throughput 

→ Without compromising accuracy!

Engineers want to use 
simulation to see how their 
ideas will perform against 
millions of variables

The time is now for general purpose GPUs in scientific computing

https://www.nextplatform.com/2019/07/10/a-decade-of-accelerated-computing-
augurs-well-for-gpus/



6 ©2023 ANSYS, Inc. / Confidential

Ansys Solutions Have Leveraged GPUs For Years

• Ansys Flagship Products such as Fluent, Mechanical, HFSS and Maxwell use GPUs as 
accelerators in “offload”

- GPUs have large bandwidth and computational throughput

- Good for isolated, expensive computations

- Solver modules like linear algebra, ray tracing, radiation models can run efficiently on GPUs

HFSS/SI-WaveFluent Mechanical
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Using GPUs to Accelerate CFD Solutions is Not New

AMGX solver

• Linear solving offload to GPU

• Beneficial for external aero LES with coupled solver

• Enhancement case dependent

• 4X speedup for this case 
➢ 28 CPU cores + 4 GPUs per node vs 

➢ 32 CPU cores only per node
AMGX DO solver

DO radiation solver
• Mixed CPU/GPU computing
• General benefits observed
• 3X speedup for this DO 14M cell case
➢ 28 CPU cores + 4 GPUs per node vs
➢ 32 CPU cores only per node
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Native GPU Implementation Shows Outstanding Performance Gains

8
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DrivAer 250M LES Speedup with 176 CPU cores as base
One A100 40GB replaces ~540 CPU cores, or ~12 nodes

One 8-GPU node replaces ~96 high-end CPU servers 
/ 2 typical GPUs > 1,000+ CPU cores

/ ~7x cheaper hardware purchase cost

/ ~4x lower power consumption
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Native GPU Benefits Go Beyond Fast Turnaround

• Metrics based on Cloud compute power 
consumption and costs from a 
mainstream CSP

- CPU cluster with 1024 Intel® Xeon® 
Gold 6242 cores

- GPU server with 6x NVIDIA® V100 cards

• 4X Power Consumption 
Reduction

‐ CPU consumption = 9,600 W

‐ GPU consumption = 2,400 W

• 7X Hardware Cost 
Reduction

‐ HW cost for CPU ≈ $500K

‐ HW cost for GPU ≈ $71K
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Fast & Memory-Efficient

• “One DGX replaces 30+ high-end dual 
CPU servers”

• 1 – 1.5 GB/M cells Single Precision; 1.5 – 
2 GB/ M cells Double Precision

Single precision Double precision
Single precision (mis

aggregation)

DrivAer 5M hex-poly 1.42 1.16

Airplane 6M polyhedra 1.24 1.78 0.98

DrivAer 10M hex-poly 1.32 1.07

DrivAer 20M hex-poly 1.18 0.93

Winsor Car 41M rapid-octree 1.00 1.54 0.80

F1_Racecar 140M hex-core 0.95 0.74
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Low Memory footprint 
100M cell case fit into 1 single A100 !
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Beta support for :
▪ Single/multi-GPU (shared / distributed memory)​
▪ Steady & transient simulations
▪ Incompressible & subsonic compressible flows​​
▪ All mesh types
▪ Ideal Gas ​​and Materials with variable properties​​
▪ Turbulence: standard k-e,​​​​ SST, GEKO, RKE, SBES​​
▪ Solid conduction and CHT​​
▪ Porous media​
▪ Windows and Linux

Beta support for :
▪ Transient scale-resolving 

simulations
▪ Non-conformal mesh 

interfaces
▪ Moving walls & Moving 

Reference Frame

All previous features released, along with :
▪ Various numerics improvements
▪ Enhanced robustness and accuracy for RANS
▪ Species transport
▪ Enhanced LES numerics
▪ Improved UX and launcher enhancement
▪ …

Multi-GPU Solver in Fluent: Release Timeline
UTILIZE THE POWER OF MULTIPLE GPUS TO ACCELERATE YOUR CFD SIMULATIONS

All previous features released, along with :
▪ Sliding meshes
▪ Non-stiff reacting flows
▪ Compressible flows
▪ …
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Can I Run the Fluent GPU Solver in Workbench?

The Fluent GPU Solver under Workbench can be turned on with an environment variable:

• Windows

- set FLUENT_GPU_DEVICES=all

• Linux

- Csh
• setenv  FLUENT_GPU_DEVICES all

- Bash
• export FLUENT_GPU_DEVICES=all



Licensing & Hardware
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What are Streaming Multiprocessors (SMs)?

• HPC licensing for the native GPU solver is based on the total number of streaming multiprocessors (SMs) 
used across all GPU cards

• GPU cards are made up of many SMs, and each SM contains many CUDA cores

• More powerful GPU cards typically contain more SMs

Tesla P100 Layout: 56 SMs, 3584 CUDA cores

SM

# SMs                            28                  56                80                   80                 108
# CUDA            3840             3584            5120              5120              6912
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Licensing

• 40 SMs are included with CFD Enterprise

• Additional SMs enabled with Ansys HPC/Packs/Workgroups

‐ 1 HPC task = 1 additional SM

‐ HPC Packs scale as usual (e.g. 3 Packs enables 128 additional SMs)

Note:
• Fluent pre/post-processing for the GPU solver can use multiple CPUs without consuming additional HPC tasks

• Licensing is based on the total number of SMs across all GPUs, irrespective of the number of GPUs

• The Fluent Launcher and the Fluent TUI display the number of SMs in use

• All available SMs are used on a GPU card.  It is not possible to restrict usage to a subset of SMs

# SMs HPC Workgroup HPC Packs

1 – 40 0 0

41 – 48 1 – 8 1

49 – 72 9 – 32 2

73 – 168 33 – 128 3

169 – 552 129 – 512 4

553 – 2088 513 – 2048 5

• A100 GPU card contains 108 SMs

• 4 x A100 GPU cards requires:
(4 * 108) - 40 = 392 HPC tasks

• 4 HPC Packs or
392 Workgroup tasks

EX
A

M
P

LE
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HPC Requirements for Common GPUs
GPU Card Description #SMs RAM 

(GB)
~CPU Core 
Equivalent

Max Problem 
Size* (1 GPU)

#HPC 
Packs

RTX A2000 Mobile Released 2021.  Standard laptop GPU. 20 4 6 – 12 3M cells 0

Quadro P2000 
Mobile

Released 2017.  Standard laptop/desktop GPU 6 4 10 – 15 3M cells 0

Quadro T2000 Released 2019. Standard laptop GPU 16 4 10 – 15 3M cells 0

Quadro P6000 Released 2016.  Older high-end workstation GPU 30 24 50 – 90 20M cells 0

Quadro RTX 4000 Released 2018.  Typical workstation GPU 36 8 60 – 100 7M cells 0

Tesla P100 Released 2016.  Older server GPU 56 16 100 – 130 13M cells 2

Quadro RTX 6000 Released 2018.  High-end workstation GPU 72 24 120 – 200 20M cells 2

Tesla V100 Released 2017.  Previous gen server GPU 80 32 150 – 220 27M cells 3

Quadro RTX A5000 Released 2021.  Top-end workstation GPU 64 24 130 – 220 20M cells 2

Tesla A100 Released 2020.  Top-end server GPU 108 40, 80 200 – 400 33M, 67M cells 3

Tesla H100 Expected Q3 2022.  Next-gen server GPU 132 80 Not yet tested 67M cells 3

* Assuming 1.2GB RAM per millions cells.  Actual RAM requirements will be case specific and will depend on the mesh type, physics solved, single vs double precision and other factors. 
Larger mesh sizes can be solved using multiple GPUs.



23R2 Features
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23R2 Feature Status

Release
Low speed compressible solver​
Sliding mesh​
EDM combustion model​
Extended monitors​ - Async monitors​
Extended monitors​ - Point/cut plane monitors​
Extended monitors​ - Mass averaged and Sum​
Expanded profiles - species + cell zones​
GPU/CPU remapping ​- Invoke with -gpu_remap

Beta
Coupled solver​
Rotational periodic​
Anisotropic heat conductivity​
UDS - Support constant or profile conditions​
Morphing and parametric​
Poor mesh numerics​
DVS export directly​
Fast restart with lightweight Fluent​
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GPU Solver: Sliding interfaces

Model rotating and stationary 
components

• An efficient and robust sliding mesh algorithm

• Enhanced robustness of dramatically changing 
intersections

• Test case: F1 140M rotating wheels, URANS SST 277
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Intel Platinum 8168 dual-socket cluster
Nvidia A100 40GB 8-GPU per node

1 GPU ~ 16 CPU nodes (704 cores)
With 8 GPUs, solve 1000 steps in 40 minutes!
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GPU Solver: Compressibility

The Fluent GPU solver now supports low-
speed compressibility in addition to 
incompressible flow

Centrifugal blower with compressible flow and sliding mesh
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GPU Solver: Combustion

The Eddy Dissipation Model is now 
available with the GPU Solver

• Reaction rates obtained from turbulence 
parameters

• Improved robustness for variable density flows

• Test case

- Generic Combustor, 12M polyhedral cells

- 5 species, 1 reaction

- EDM combustion model

- Realizable K-epsilon turbulence

- Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz vs 
NVIDIA A100 80 GB

Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz vs NVIDIA A100 80 GB

Single GPU ~=576 CPU cores
Two GPU  ~=860 CPU cores

Matching maximum and average temperature and mass fractions

Matching static temperature profiles
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GPU Solver: Turbulence

•Enhanced robustness

•RANS equation solution frequency 
controls for SBES

400 steps Timing standard
Timing when updating k+w every 

5th step only

CPU (Milan 128 
cores)

11792.5 [29.5 s/dt] 6533.2 [16.3 s/dt]

GPU (DGX 8 x 
A100)

357.6 [0.9 s/dt] 255.7 [0.6 s/dt]

Speedup 32.8 (1 GPU ~ 512 CPU cores) 27.2 (1 GPU ~ 435 CPU cores)

Auto external aero case, 156M with SBES, DGX: 8 x A100 80GB, 
enables less than 1 day turn-around

0.6 s per time step for 156M 
cell external aero calculation
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Monitors and residuals

Asynchronous monitors and residuals

• GPU Solver running asynchronously from UI 

• Significantly enhanced throughput

• Invoke with -gpu_async

• Test case: Proprietary auto external case, 160M LES

- Batch mode, 20~40% gains, eliminated overhead of 
monitors

- GUI mode, 100+% gains

Support for point, plane and line monitors

2.2

4

0.7 0.6

2.0X
1.1

2.4X
1.7

1.4X
0.5

1.2X
0.5

GUI GUI + data sampling Batch Batch + data
sampling

Auto external aero case, 160M LES, time per step, and 
performance gains with async monitors and residuals

Default Async monitors and residuals
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Extended monitors

• Added mesh object support

- Point monitors​

- Cut plane monitors
• All three plane types – coordinate plane, point and normal, 

three point
• Both per-surface? selection and cumulative selection (multiple 

surfaces)

• Added support for new field variables:​

- Dynamic Pressure​

- Total Pressure​

- Pressure Coefficient​

- Velocity Magnitude​

- Mach Number​

- Q Criterion Normalized​

- Lambda 2 Criterion​

- Wall Shear Stress​

• Added averaging support

- Mass averaged

- Sum​

• Optimized Fluent coupling with GPU monitors

- Removed CPU side overhead, the default sync mode 
is improved significantly from before
• E.g. 52” → 34” for one case
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CPU/GPU remapping

• Enable configurable CPU to GPU count mapping, 
instead of fixed 1:1​

• Help with initialization, post processing, I/O and 
other CPU intensive operations​

• Invoke with command-line -gpu_remap

• Test case: Generic_F1_310M

• t8 original – t8 with 8 GPUs

• t32 remap – t32 with 8 GPUs remapped

• I/O time significantly reduced

• Setup time moderately increased

• Iteration time lightly increased

• Overall, 25% performance gain

t8 original t32 remap

Case read 1297 721

Setup 117 255

500 iterations 435 485
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Extension to the latest NVIDIA architectures

• Extended GPU Solver build to latest 
architectures, e.g., Hopper and future 
architectures

• The 2023 R2 release runs on NVIDIA H100 
and RTX 6000 Ada

• H100 has about 18~25% performance gains 
over A100

- H100 1944 GB/s, 114 SMs (PCIe version)

- A100 1944 GB/s, 108 SMs

28

37

96

1.18X
33

1.25X
47

1.24X
119

airplane_10m combustor_24m drivaer_50m

A100 80GB vs H100 80GB MIUPS

A100 80 GB H100 80GB

MIUPS = Million cell Iteration Updates Per Second
(i.e. Iteration Updates Per Second Per Million Cells)
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Benchmark Suite

10 GPU benchmark cases are now available

- car_2m, sedan_4m, airplane_10m, 
combustor_24m, exhaust_system_33m, 
winsor_41m, drivaer_50m, f1_racecar_140m, 
drivaer_250m, open_racecar_280m

- Different mesh sizes, types

- Segregated, coupled

- Incompressible, compressible

- RANS, LES

- Steady, transient

• Simple python scripts to conveniently run the 
benchmarks
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GPU Solver: Expanded profiles and added UDS

• Profiles
‐ Cell zone source as profiles
‐ Boundary condition profiles for 

species and UDS

• UDS (beta)
‐ User defined scalar transport 

equations with associated boundary 
conditions

‐ Steady and transient mode
‐ Support for profiles (BC and cell zone 

source)
‐ Up to 5 UDSs

• Test case for profiles
‐ Parabolic species profile for o2 and 

h20 at the right-end (velocity-inlet) BC
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Coupled solver (beta)

• Steady-state (beta) available for testing

• Pseudo-transient (alpha) not yet ready for testing

Hannover Inlet Guide Vane

CPU

GPU

49m DrivAer Performance

Time/it Time/it/mi 
cells

CPU (-t40) 19.6 s 0.40 s

GPU (4 
cards)

1.2 s 0.024 s

72 74 75 250 257

Cost + 186%
25

Cost + 95%
38

Cost + 58%
48

Cost + 507%
41

Cost + 13%
227

sedan_4m combustor_24m exhaust_syste drivaer_50m f1_140m

MIUPS, coupled solver increased cost per iteration over 
segregated; DGX A100 80GB with 4 GPUs 

Segregated Coupled
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Rotational periodicity (beta)

• Rotational periodicity added

- Segregated, coupled, NCI, …

CPU – Static pressure

GPU – Static pressure

Test case
• Hanover IGV
• 310K cells
• Compressible
• Pressure inlet, 

pressure outlet
• SST k-omega
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Poor mesh handling (beta)

• Poor cells identified using four criteria

- Minimal orthogonal skewness (<1e-04)

- Maximum face warpage (>0.5)

- Number of neighboring elements (>2)

- Left handedness (<-1e-16)

• Delete all marked cells

- Newly created boundary faces are set 
as wall boundaries

- Marked cells visualized in poor cell 
marker in Fluent

Example: single precision run on mesh with 
poor elements and extreme stretching 
ratios

Deleted cells
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Anisotropic thermal conductivity (beta)

• Solid thermal conductivity 
specified as a matrix:
‐ Anisotropic

‐ Orthotropic

‐ Cylindrical orthotropic

• Matching GPU/CPU results

Isotropic CPU

Anisotropic GPU Anisotropic CPU

Test case
• E-motor, 8M cells
• 2 fluids (air and 

ethylene)
• MRF
• heat sources
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DVS export for post processing (beta)

• Export DVS files directly from GPU Solver

- Transient and steady, GUI and TUI

- Combination of cell and face zones and variables

- Limitations: User-created surfaces not supported

• Test case

- Helicopter, 4.43 million, two sliding zones, with 2 
GPUs, 200 steps, export every 10 steps

- DVS file size on disk: 15 GB for 20 exports

- 5 minutes w/o DVS export

- 6 minutes with DVS export, ~20% more time than 
without



Demo:  Full Wheel Axial Fan
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Axial Fan Geometry and Mesh

• Based on Axial Fan Workshop in Fluent Rotating Machinery Course

• Geometry: 30 rotor blades, 20 stator blades (full 360° modeled)

• Mesh: hex with inflation layers, non-conformal interfaces

Kurt Svihla

Mesh type Mesh Count Min Orth. Qual. Max Aspect

Hex 2,529,960 0.064 553
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Hardware

• Dell Laptop CPU: 11th Gen Intel(R) Core(TM) i7-11850H @ 2.50GHz, 64 GB RAM, 8 cores

• Dell Laptop GPU: RTX A5000 Laptop GPU, V8.6,  16 GB, 366.272 GB/s,  48x128 cores 48 SM’s
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Starting the Launcher 

• Enterprise license level 
should be set in order to 
select the native GPU 
solver

• Problems are read in and 
set up on CPU’s, when the 
solver is launched it 
switches to the GPU
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Switching to the GPU Solver 

48 SM GPU Card = 
1 HPC Pack
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Laptop Resource Usage 

2.5 M Cell Hex Mesh
Case Requires 5 GB
GPU Memory in
Double Precision
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Axial Fan (Mass Flow Inlet, Pressure Outlet) 
• Geometry:

- Full 360° with rotor/stator cell zones

• Mesh:

- Hex mesh (Turbogrid)

- Prism layers, Max Aspect Ratio = 553

- Cells: 2,529,560

• Modeling:

- Standard and realizable k-e, k-w SST, GEKO

- Constant density air

- Nonconformal MRF for Frame Change

- 2880 rpm

• Numerics:

- Steady

- Simple (P-V coupling)

- Flow 2nd order upwind, turbulent spatial discretization: 1st 
and 2nd order upwind

- Standard Initialization

• Tested features:

- CPU vs GPU predictions

- Solver robustness

- Speed

ACE: Kurt Svihla

Conclusions:

‐ Overall results and solver performance 
satisfactory

‐ Significant speedup with GPUs

SST, CPU SST, GPU

SST, GPU
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Summary

/ Unique tool for Ansys CFD

- The first of its kind in the marketplace
• Most other GPU CFD codes are less generalizable (e.g., LBM and SPH codes)
• Other Navier-Stokes GPU codes do offloading/acceleration

/ Exposed in Fluent

- Available with CFD Enterprise license

- Runs out-the-box without HPC licenses*

/ HPC compatible

- Compatible with Workgroups and Packs

- Multi-GPU Cloud configurations available

Ansys CFD Enterprise

No compromise on accuracy
End-to-end workflow
Advanced physics
GPU speed & cost

*Depending on the type of card – see Solver Licensing section



Stay Connected
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Educational Resources

• Blog series

- Blog 1: Introducing GPUs for CFD

- Blog 2: Laminar and Turbulent flows

- Blog 3: Small models with CHT and porous media

• White paper focused on speed and accuracy
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Stay Connected

Rapidly spreading the news via LinkedIn
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