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Background

Industry landscape:

* Apple, Nvidia, Google, Intel 1000x or faster simulation
* DesignAl by Altair, Nvidia
Modulus / SimNet + Omniverse | Distributed Computing +
Microservices Architecture

Cloud HPC integration * Input simulation data

¢ Build a deep learning model

e Use existing datasets, models
from library

Why Ansys ~ Products & Services ~ Learn ~ I\n sys
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Prepare for the Machine Learning Y
Revolution with Emerging MLaa$sS %@
Capabilities from Ansys

Machine learning (ML) is, justifiably, receiving a lot of attention today. ML is helping companies in every industry identify performance

End-to-End Deployment

Focus on:
simulation-based datasets
visualization heavy

Peers:
e AWS SageMaker
e Azure ML

Improve Ansys ML developer
productivity
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Motivation for a Backend

Design choices

¢ Pipeline of Neural
Networks

¢ Built-in optimization
¢ Generated output and
file formats

Solver: BCs, volumetric
source terms, surface
solution fields, geometry

Trains on and evaluates
full-fidelity steady-state
PDE solutions

R&D in progress

Distributed System

eServer + requests

eFunctional isolation
eData processing
*Model training
eInference

Microservice
Architecture

eContainerization
eInteroperability

eScalability and compute
resource requirements
(RAM, GPU)

Cloud Resources

*AWS compute instances

eStorage, Container
registry, Databases,
Queue

eSageMaker, Kubernetes

POST | /solve

equest samples

Payload

Content type
application/json

Copy Expand all
F ro nte n d "request_id": "4d8bb55c-f609-4ae2-996f-e885e463fafb”,
"operation™: “"train”,
* NO_COde Web — "data_sources from s3":
Platform "propertyl™:
e Notebook-style code "property2”:
execution be
"hyperparameters™: { }
RESTful API
¢ Endpoints Truth Predicted

¢ Payload schema
¢ Authentication

ML-based F——_— v“-%
Simulation
Paradigm L 015
e Producer & Consumer é

Roles [~9:20
e Custom workflow .

creation: training,

model tuning,

analysis, investigation
¢ Inference as a Service
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Backend Architecture Roadmap

e Server responds to requests

e AWS SageMaker Jobs (compute instance, S3
download/upload): training & inference

e S3 input: case files, S3 output: results, DB: metadata

Server responds to requests
AWS Fargate/ECS/Kubernetes cluster
Pod in cluster executes compute job (highly available)

e S3 input: case files, S3 output: results, DB: metadata
e NS -~
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Project Evolution -l

oOgOo
* MLService: configurable workflows for ML-based Simulation ®
. Q
CoMLSim python package :
« AWS SageMaker: job-based execution kubernetes @y Cluster-based
execution X
5 ,

* Cluster-based highly-available solution

- ECS, EKS

X AWS SageMaker-

* Ansys Machine Learning Simulation Platform (web client)
based execution

CoMLSim package
O —o—
Q and APIs ¥

= Ansys Machine Learning Service O @)
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Training as a Service, Inference as a Service

MLSolver as a 8

((@% Service
é Oy—lO \» Training | "H"

Server weights

\ application/json
oto. — :‘;arl_:.:i.::: string (SolveOperationEnum)
=) FEREEEs Enum:| "train" "infer" | "process"
Inference
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The Stack and its Properties

MLSAS: MLSolver APl Service @ &

Data
Accelerated Computin CPU Memo

Processor ’ T i
ml.p3.2xlarge 8 61 GiB API quest
ml.p3.8xlarge 32 244 GiB
ml.p3.16xlarge 64 488 GiB

Trainer
Amazon SageMaker Amazon
‘ ’ N
Inference

Solver
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Demo Video
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Summary

* Cloud backend and web API for the Composable Machine Learning Simulator (CoMLSim)
- Next generation ML-based simulation

- Universally accessible

* Evolving CoMLSim package, maturing cloud backend in parallel

- Sophisticated, distributed (compute cluster), Infrastructure req’s @

o) l../

&
kubegetes Cluster-based

execution

* Compute jobs-based execution for initial rollout HLSAS: MLSolver API Servics &S

- Training as a Service, Inference as a Service

GE’ / Docs Redirect
- . - % AWS SageMaker-
8 /operations/{operation _id} Get Operation Status

based execution

CoMLSim package
u and APIs
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